Using NLP on multimodal data analysis enhances

sentiment recognition accuracy of Afrikaans music

videos, showing that analysing various media
formats provides deeper insights and improves
personalised music recommendations.
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